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Abstract—Wireless data traffic is projected to skyrocket 10 000 fold within the next 20 years. To tackle this incredible increase in wireless data traffic, a first approach is to further improve spectrally efficient systems such as 4G LTE in bands below 6 GHz by using more advanced spectral efficiency techniques. However, the required substantial increase in system complexity along with fundamental limits on hardware implementation and channel conditions may limit the viability of this approach. Furthermore, the end result would be an extremely spectrally efficient system with little room for future improvement to meet the ever-growing wireless data usage. The second approach is to move up in frequency, into an unused nontraditional spectrum where enormous bandwidths are available, such as at millimeter wave (mmWave). The mmWave option enables the use of simple air interfaces since large bandwidths can be exploited (e.g., 2 GHz) to achieve high data rates rather than relying on highly complex techniques originally aimed at achieving a high spectral efficiency with smaller bandwidths. In addition, mmWave systems will easily evolve to even higher system capacities, because there will be plenty of margin to improve the spectral efficiency as data demands further increase. In this paper, a case is made for using mmWave for a fifth generation (5G) wireless system for ultradense networks by presenting an overview of enhanced local area (eLA) technology at mmWave with emphasis on 5G requirements, spectrum considerations, propagation and channel modeling, air-interface and multiantenna design, and network architecture solutions.
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I. INTRODUCTION

Wireless data traffic is projected to increase by 1000 fold by the year 2020 [1] and is likely to grow by more than 10 000 fold by the year 2030 [2]. To meet this incredible projected increase in traffic demand, the throughput per square meter in wireless networks must be increased by either shrinking cell sizes (with associated interference mitigation), greatly increasing spectral efficiency, acquiring additional spectrum, or doing some combination of these three. In other words, the 10 000 fold increase in network capacity could be achieved through an increase in performance, spectrum availability and massive densification of small cells as illustrated in Fig. 1.

There are two obvious methods which can be attempted in addition to massive cell densification to meet this needed large increase in capacity. The first approach is to do everything possible to increase the throughput of LTE systems [3] below 6 GHz using massive MIMO, carrier aggregation, coordinated multipoint, heterogeneous networks, authorized shared access and any number of interference management/cancellation techniques. However, all of these methods at the very best may only meet the 1000 fold increase, but will not be able to grow much beyond that point given high spectral efficiency already obtained with MIMO (e.g., up to $8 \times 8$ MIMO in LTE), interference management techniques, and the limited spectrum available. The second option is to move to new frequency bands, which have a tremendous amount of spectrum, and to exploit large bandwidths to achieve very high peak and cell edge rates. Particular bands of interest are the millimeter-wave (mmWave) bands of 20–90 GHz and more specifically the 28 and 38 GHz bands (where there is 3–4 GHz available) and the 70 and 80 GHz E-band where there is an incredible 10 GHz of spectrum available, as shown in Fig. 2. The E-band is of particular interest over other mmWave bands because it is already lightly licensed and is provisioned to allow up to 5 GHz of contiguous bandwidths. Introducing fifth generation (5G) in the E-band would require a new set of rules, but reusing the currently allowed channel bandwidth could facilitate the introduction of 5G in this band from a regulatory point of view.

In this paper, we explore the use of the mmWave band (20–100 GHz) to design the 5G enhanced local area (eLA) access which satisfies the requirements for 5G networks with
peak rates in excess of 10 Gbps, cell-edge rates of at least 100 Mbps, and latencies of less than 1.0 msec. The availability of huge bandwidth coupled with the use of large antenna arrays with as many as 8 to 256 elements (9 to 24 dB in link budget gain) at both transmitter and receiver can make this band attractive for deploying high capacity 5G networks. Note that such high gain antennas can be implemented in tiny, flexible form factors, much less than a few square centimeters for use on cell phones of the future, due to the extremely small wavelength at mmWave frequencies [4]–[7]. Furthermore, the unique propagation conditions at mmWave necessitate some fundamental changes to the system. Hence, new system concepts and procedures must be defined to effectively utilize this new spectrum resource. The 5G networks will also offer superior user experience by providing sub-millisecond latency, gigabits-per-second speed and improved energy efficiency. In addition, the networks will be self-aware, self-adaptable and intelligent.

This paper is organized as follows. Section II discusses spectrum and regulatory issues for 5G mmWave communications. In Section III, propagation characteristics and channel modeling aspects for mmWave bands are discussed using recent channel measurements in New York City. Section IV proposes a modulation strategy based on the null cyclic-prefix single-carrier concept. Section V proposes a network architecture and frame structure that are both designed to satisfy the requirements and the unique propagation characteristics at mmWave frequency bands. Section VI presents system simulation results showing the performance of an example 5G eLA system deployed at mmWave. Finally, conclusions are drawn in Section VII.

II. SPECTRUM AND REGULATORY ISSUES

To date, the cellular industry has mostly focused on obtaining additional spectrum below 6 GHz. In particular, in the USA, approximately 2.27 GHz of potential new spectrum was identified by NTIA and the National Broadband Plan [8] where approximately 550 MHz is expected to be made available to the cellular industry in the next five years. However, what has been neglected is the enormous 94 GHz of spectrum from 6 to 100 GHz. Even if only a fraction (say 1/3) of that spectrum were to be made available to the cellular industry, that would amount to around 31 GHz of new spectrum, which is significantly higher than the spectrum available below 6 GHz. By providing more spectra for future mmWave cellular systems, the future capacity demands could be met, while simultaneously incentivizing investments and technological developments that would ensure engineering competitiveness. Fig. 2 highlights the bands in this region with the highest potential, and we discuss each in more detail below.

- **28 GHz band (27.5–29.5 GHz range)** [9]: The 27.5–28.35 GHz (850 MHz) and 29.1–29.25 GHz (150 MHz) portions of this band operate under FCC Part 101 rules for Fixed Microwave Services. These two sub-bands are called the Local Multipoint Distribution Service (LMDS) band in the USA. Other services in this band include FSS (Fixed Satellite Service), GSO (Geostationary Orbit), NON-LTTS (Non-Local Television Transmission Service), MSS (Mobile Satellite Service), and NGSO (Non-Geostationary Orbit).

- **38 GHz band (36–40 GHz)**: The 38.6–40 GHz portion of this band operates under FCC Part 101 rules for Fixed Microwave Services and is used for fixed point-to-point microwave operations that provide backhaul links.

- **57–64 GHz band (V-band or 60 GHz band)**: Currently this band is provisioned for unlicensed operation as per FCC Part 15.255 regulations. This band does have a large amount of oxygen absorption (see the next section) but it does not significantly hamper communications especially for small cells (e.g., distances of less than around 200 m). These frequencies may not be the first choice for a cellular mmWave system since 802.11ad is designed to be used in this band and also due to the unlicensed nature of this band.

- **71–76 GHz and 81–86 GHz (E-band or the 70 GHz and 80 GHz bands, respectively)**: This band operates under a lightly licensed paradigm as per FCC Part 101 and there are no limits in aggregating this band up to a total of 2 × 5 GHz. At this band the oxygen absorption is much less of an issue than at 60 GHz. Rain attenuation can be severe with longer distances but will not be a problem for small distances such as less than around 200 m.

- **92–95 GHz band (W-band or 90 GHz band)**: This band is provisioned for unlicensed operation but only for indoor applications, as per FCC Part 15.257. Except for an excluded radio-astronomy band at 94–94.1 GHz, this band can be used for outdoor point-to-point licensed-light operation per FCC Part 101 regulations.

Hence, the 28 GHz, 38 GHz, 71–76 GHz and 81–86 GHz bands are excellent candidates for deploying 5G local area networks mostly due to the 16 GHz of available bandwidth and channel bandwidth currently available. However, 10 GHz is available in the 71–76 and 81–86 GHz bands with up to 5 GHz of contiguous bandwidth available making these bands appear most attractive for a mmWave system. Note, however, that any 5G system operating in the 71–86 GHz bands must coexist with fixed satellite service, automotive radar (77–81 GHz), and radio astronomy.

Although we used the US FCC regulations as examples, these bands are also available in many countries. All of the bands have a mobile allocation in the ITU-R Radio Regulations. Note also that other countries have similar spectrum allocations in the 28 and 38 GHz bands, and the 60 GHz band is a global unlicensed band with different subsets of 57–66 GHz available in Europe, USA, Canada, Japan, Korea, Australia, and China.
The 70 GHz and 80 GHz E-bands are available in Europe under a license-light regime similar to the USA.

III. PROPAGATION CHARACTERISTICS AND CHANNEL MODELING

Millimeter waves have been largely dismissed for cellular communications, due to their perceived higher atmospheric and rain attenuation properties from the early days of satellites, but Fig. 3 shows that atmospheric attenuation in urban microcells is virtually negligible. Specifically, for small cells with 200 m radii, atmospheric attenuation is approximately 0.06 dB/km and 0.08 dB/km at 28 GHz and 38 GHz, respectively, and is about 0.3 dB/km at frequencies between 70 and 90 GHz. Since urban microcells will be designed for inter-site distances within 200 meters (both for backhaul and access), air attenuation will be of little concern. Similarly, rain attenuation is much less severe over distances of 200 meters, even during extremely heavy rain events, providing at most 3 to 6 dB of attenuation in the very worst rain conditions, and much less during heavy rain events [4], [5], [10].

Researchers at NYU WIRELESS conducted a wideband propagation measurement campaign in the summer of 2012 in New York City at 28 GHz and showed that mmWaves will work for future generations of wireless [5].

Recent wideband measurement campaigns in New York City and Brooklyn, NY at 28 GHz and 73 GHz (RF at 73.5 GHz) [10], [11] have verified that large contiguous bandwidths in the mmWave bands are viable for both backhaul and access for 5G. The researchers used a sliding correlator channel sounding system similar to that used in [5], [12]. The 400 Mega-chip per second (Mcps) spread spectrum sliding correlator channel sounder was developed to measure the 73 GHz radio channel by transmitting a spread spectrum pseudorandom code centered around 73.5 GHz with an ultrawide 800 MHz first null-to-null RF bandwidth. The channel sounding system records power delay profiles (PDPs) that can provide up to 2.5 nanosecond multipath time resolution, and highly directional rotatable horn antennas were used at both the TX (transmitter) and RX (receiver).

The 73 GHz measurements were conducted in downtown New York City around NYU’s campus, which offers a very rich multipath environment. Measurements consisted of both backhaul-to-backhaul and base-station-to-access scenarios, with TX and RX inter-site distances between 30 and 200 meters. Two TX locations were on top of NYU’s Coles Sports Center at heights of 7 meters, two TX locations were on the 2nd floor balcony of the Kimmel Center at heights of 7 meters, a final TX location was on the 5th floor balcony of the Kaufman building at a height of 17 meters, and 27 RX locations were located in the surrounding campus at heights of 2 meters (access) and 4.06 meters (backhaul). Fig. 4 shows the measurement locations. A majority of the measurements were in non line-of-sight (NLOS) conditions, as LOS conditions are less common in dense-urban environments. Also, RX locations were pseudo-randomly selected around the campus based on AC outlet access and prior NYU Public Safety approval.

Information regarding the entire hardware setup and detailed measurement configurations can be found in [11], [12]. The NYU WIRELESS research team conducted measurements for 36 base station-to-access and 38 backhaul-to-backhaul combinations, however, there were outages at various locations for each scenario.

The measurements at 73 GHz show very comparable path loss behavior for the base station-to-access scenarios measured at 28 and 38 GHz [5], [7], [10], thus indicating that mmWave propagation in many different bands will be quite comparable and quite viable with directional, high gain antennas used at both the mobile device and base station.

In this work, we have created the first published omni-directional large-scale path loss models at 73 GHz for backhaul and mobile access in an urban environment. These new omni-directional path loss models are suitable for use by standards bodies and academicians who may wish to study arbitrary antenna patterns or MIMO approaches. The omni-directional
The path loss models were created by considering the measured PDPs at every individual and unique pointing angle for each TX and RX location combination, and integrating each of the PDPs to obtain received power as a function of pointing angle, and then subtracting the TX and RX antenna gains from every individual power measurement. We then summed up all of the received powers at unique pointing angles (taking care not to double count for replicated antenna pointing angles) to obtain the omni-directional path loss models given here. Results of the 73 GHz omni-directional measurements from New York City are shown in Fig. 5, where best fit path loss exponents (PLEs) are shown for the omni-directional backhaul-to-backhaul scenario. Path loss and shadow factors (i.e., the deviation about the distance-dependent mean path loss model) were computed for both LOS and NLOS measurements for each scenario. Two path loss models are considered in this paper. The first model, the free space path loss (FSPL) reference distance model, provides a path loss exponent which has physical relevance since the path loss is tied to the FSPL reference distance model. Over the range of distances well beyond the specific range of data for which it is created, this path loss model compares to the measured data and X_σ is the shadow fading term. Note that this path loss formula is limited to only the range of distances measured in the field [13]. In (2), β cannot be considered to be a true path loss exponent because it is floating and is only chosen to optimize the fit to the data along with the intercept, α. Also, since the path loss formula in (2) is only valid over the range for which the measurements were taken, it is inaccurate and often misleading for distances where the physical model of (1) will still hold [13], [14]. The advantage of the alpha plus beta model is that it minimizes the standard deviation (minimizes the mean square error fit to data) with an improvement of about 0.5 to 1 dB to a FSPL model, but the disadvantage is that there is no physical basis for the model and it does not fit real world data well beyond the specific range of data for which it is created.

Fig. 5 shows that the measured omni-directional LOS path loss is very close to the free space path loss for the backhaul case. Also shown is how the alpha plus beta model compares to the FSPL reference distance model. Over the range of distances of the measured data (30 to 200 m in [14]), both models produce similar path loss values, but outside of that range the two models would deviate quite significantly. Table I summarizes the results found for the omni-directional 1 m FSPL reference distance model for the scenarios of both backhaul-to-backhaul and base station-to-access, and Table II summarizes the path loss models for the alpha plus beta model. These results show

![Fig. 5. Measured omni-directional path loss computed relative to 1 m free space path loss for 73 GHz backhaul-to-backhaul (TX height was 17 m and 7 m and the RX height was 4.06 m). Note that a popular 3GPP-style alpha plus beta omni-directional path loss model [14] over the range of 30–200 m is also shown on the graphs.](image-url)
that the omni-directional NLOS PLEs for the backhaul-to-backhaul and base station-to-access scenarios are comparable to one another, and are also quite comparable to urban path loss observed at 28 GHz [14], [15].

These recent mmWave measurements in New York City show that the propagation channel is rich in multipath, both in terms of time delays and angular arrivals. This diversity provides ample signal paths that will be exploited to provide multi-Gigabit per second data transmissions in the vast mmWave spectrum bands [16]. Fig. 6 shows typical measured PDPs that have a large number of strong multipath components when using highly directional antennas at the TX and RX. Fig. 7 compares the angles of arrival at 28 and 73 GHz, and it shows that distinctive lobes of energy arrive in a similar manner at a wide array of different angles in the environment.

In order to develop statistical channel models to enable the standardization of mmWave wireless technologies, extensive and careful measurements, data processing, and simulation tools must be developed for the nascent mmWave wireless industry. Early work aimed at creating standards for channel models is underway. For example, Fig. 7 suggests that multipath lobes may be used to statistically describe the arrival of energy when using directional antennas, where the lobe size may be a function of the particular antenna gain used at the receiver [15]. Early path loss, multipath, and RMS delay spread models have appeared in the literature for mmWave channels, and more measurements and data processing will be required by the academic community to better understand the new opportunities provided by mmWave spectrum [4], [5], [7], [10]–[13], [17]. Path loss and time/angle spread models for determining coverage and outage expectations for future 5G mmWave systems are needed for a wide range of frequencies, and early work has provided possible models for determining coverage.
and capacity at mmWave frequencies in both the 28 and 73 GHz bands, and for mobile access and backhaul channels [10], [11], [13], [15]. NYU WIRELESS researchers continue to mine the 200 Gigabytes of measured propagation data from 2012 and 2013 measurement campaigns to create models that can be used by academia and industry to implement modems that will exploit high gain antennas and the new mmWave propagation channel.

IV. MODULATION PROPOSAL FOR 5G mmWAVE

Given the popularity of orthogonal frequency division multiplexing (OFDM) in 4G cellular, one would think that OFDM would be a natural choice for mmWave communications. However, an important feature of OFDM for use below 6 GHz, the multiplexing of users in frequency, is not necessarily a valuable feature for the much wider bandwidths at mmWave. There are many reasons why this feature may not be important for mmWave communications. First, mmWave will be deployed in small cells with very small slot sizes (e.g., 100 μsec), meaning very few users will need to transmit within a slot. Second, the high bandwidth and small cell coverage results in small OFDM symbol times (e.g., 66.67 μsec) and small propagation delays, meaning that the active users could just as efficiently be multiplexed in time, rather than frequency. Lastly, mmWave systems will need large antenna arrays at least at one end of the link to overcome path loss. Full digital beamforming will be impractical at least initially since the digital to analog converters (D/As) and analog to digital converters (A/Ds) that are needed behind each of the antennas and operate at 2.0 GHz bandwidths will consume an unacceptable amount of power. This drives initial mmWave systems to use RF beamforming which requires only a single A/D and D/A behind the entire array of antennas. The use of RF beamforming implies that only a single beam per polarization can be created at any given time, thus necessitating users to be separated in time, rather than frequency, since each user will use a unique beam which provides the best gain for that user.

Since the ability to multiplex users in frequency is not critical for mmWave access communications, it therefore may not be necessary to accept some of the drawbacks of OFDM, such as the high peak to average power ratio (PAPR) which inefficiently operates the power amplifiers (PAs) thus shrinking the expected range and also can negatively impact out-of-band emissions. Thus we propose using a form of cyclic prefix (CP) single carrier (SC) modulation, and in particular, suggest replacing the regular CPs with null CPs. This concept is called null CP SC (NCP-SC) [18] and has near-constant-envelope properties and is inherently efficient such as LTEs 4G reverse link [3] which uses DFT-spread OFDM (DFT-S-OFDM).

For both OFDM and single carrier modulation, a cyclic prefix is the repetition of the last NCP symbols in an FFT block and enables efficient frequency-domain equalization by turning time-domain linear convolution with a channel into circular convolution. The idea is to create a CP-SC signal but with nulls replacing the usual CPs. As shown in Fig. 8 we propose appending NCP null symbols at the end of a block of N symbols where the null symbols of one block are effectively the

CP for next block of symbols. The number of data symbols is given by N_D = N − N_{CP}, and note that the size of the symbol block, N, is the same regardless of the CP size. As a result, the CP length can be adaptively changed on a per-user basis without altering the frame timing simply by puncturing the data. The frequency-domain receiver will then operate by taking an over-sampled FFT (e.g., a 2N point FFT) of the appropriate received block of N symbols. Note that we chose to use a null CP system instead of the training-prefix system of 802.11ad [19] which instead of null symbols uses the same known training symbols as CPs on each block. The advantages of using the null CP over the training prefixes will be enumerated below.

Note that compared to NCP-SC, OFDM has a lower computational complexity in the transmitter and receiver. The reason is that OFDM just needs a single IFFT at the transmitter and a single FFT at the receiver. For NCP-SC both an FFT and an IFFT are needed at the receiver, and either the transmitter needs to implement a fairly computationally intensive time-domain pulse filtering or the pulse shaping must be performed in the frequency-domain requiring both an FFT and an IFFT. Note, however, other aspects such as coding and decoding of the data will be similar between OFDM and NCP-SC, and it is possible that the complexity of the coding could dominate the computational complexity given the high data rates of these mmWave systems. However, the following advantages of NCP-SC still make NCP-SC the preferred choice at mmWave frequencies (these advantages hold over both OFDM and DFT-S-OFDM):

1) The null cyclic prefixes provide a dead time for ramping down and ramping up beams steered at RF, so that the RF beams can be changed in between NCP-SC symbols without destroying the cyclic prefix property nor requiring additional guard time. This makes switching users within a slot very efficient.
2) The null cyclic prefix is actually part of the NCP-SC symbol which is FFT’d into the frequency domain (as opposed to being appended in the case of OFDM). This has the desirable feature of keeping the FFT size the same regardless of the null cyclic prefix size. This feature enables the system to dynamically change the cyclic prefix size per-user without changing the overall slot and frame sizes/lengths.
3) The null CP provides an easy way to estimate post-equalizer noise plus interference (i.e., in the null portion of the symbol, no desired signal energy should be present).
4) As will be described next, NCP-SC has much lower PAPR and better out-of-band emissions than OFDM.

Note that NCP-SC has three out of the four advantages just mentioned as compared to 802.11ad’s single carrier approach [19] which has a similar structure to NCP-SC shown in Fig. 8
with the exception that 448 data symbols are present and the null symbols are replaced with 64 known pilot symbols which are a length-64 Golay sequence. Hence the only common advantage that could be maintained by 802.11ad’s single carrier option is number 2 where the CP length could change dynamically if multiple training prefix lengths were defined by 802.11ad. Note that the abrupt transition from data to the training symbols would increase the PAPR and degrade the out-of-band emissions relative to NCP-SC. It should also be noted that the training prefixes would enable coherent tracking of unknown phase offsets (e.g., caused by large frequency offset errors or from severe phase noise) from one symbol block to the next, but the same can be done in NCP-SC with blind techniques [20] reliably since there are a large number of data symbols available to perform the blind carrier offset tracking.

Fig. 9 shows the PAPR benefit of NCP-SC compared to OFDM for different roll-off factors used in the root-raised cosine pulse of NCP-SC. Besides the PAPR benefits of NCP-SC over OFDM, there is also a benefit in out-of-band emissions as shown in Fig. 10. The abrupt transmissions between two adjacent OFDM symbols creates much higher out-of-band emissions than NCP-SC where the transitions go to zero between different symbol blocks. Thus NCP-SC will have a much easier time meeting spectral masks especially for interference created in adjacent bands which are currently used for things such as automotive radar. It should also be noted that there will be PAPR benefits over DFT-S-OFDM as well but they will be less than the improvements over OFDM.

Finally the performance of NCP-SC versus OFDM should be considered. Here OFDM has an advantage when using traditional cellular frequencies in macro cells (read large cell distances) with small antenna arrays at each end. For this case the channel is likely Rayleigh faded with many channel taps meaning the frequency-domain channel exhibits many nulls. Since the equalization of NCP-SC is generally MMSE, these nulls can reduce the performance compared to OFDM which can take advantage of ML equalization. However in mmWave, the channel tends to be very Ricean because the use of large arrays tends to filter out most of the multipath, and with small cell sizes (expected inter-site distances less than 200 m) the channels will mostly be LOS, near LOS, or consist of a single reflected path. In Ricean channels the benefits of the ML equalization of OFDM evaporate as we have seen in expected mmWave channels.

V. 5G eLA NETWORK ARCHITECTURE AND AIR INTERFACE

Here we discuss a high level architecture for future 5G deployments. As shown earlier, high shadowing loss and outages occur at certain antenna pointing angles, thus particular access points may not be able to achieve a radio link with certain users, depending on particular antenna configurations or locations. As a result, a set or cluster of cooperating access points (APs) may be deployed to cover an area, as shown in Fig. 11. A user may therefore be covered by multiple access points within the cluster, such that the shadowed areas are covered from a unique propagation direction through appropriate access point placement.
Fig. 12. Deployment options for cooperating clusters. (a) Mid-block deployment; (b) intersection deployment; (c) sparse mid-block deployment; (d) dense staggered deployment.

Fig. 11 also illustrates mmWave access point deployment with an LTE overlay to provide dual connectivity to both systems. With dual connectivity, the user can be simultaneously connected to both the LTE overlay and to one or more mmWave access points. In this way, the radio link can always be maintained should access to the mmWave clusters become unavailable. This approach can also be used to maximize the user experience by combining the high data rate of the mmWave system with the reliability of the LTE overlay. For instance, control-plane transmission can be sent via LTE to ensure continuous radio link while user-plane transmission can be sent on either LTE or mmWave.

To maximize mmWave coverage and minimize outage, overlapping deployment strategies should be considered to enhance the effectiveness of the cooperating cluster. Consider the regular Manhattan grid depicted in Fig. 12. The figure shows four options for mmWave base station deployment where base stations are illustrated with red asterisks; buildings—which are effectively opaque at mmWave—are shown as blue boxes and street coverage is depicted as the area between the blue boxes. Conventional deployments for small cells are depicted in (a) intersection deployment and (b) mid-block deployment. These same deployments could be re-used for mmWave clusters as there is reasonable overlap between adjacent serving cells. Option (c) shows a sparse mid-block deployment that, while potentially useful for 4G cellular, would not be effective at mmWave because the coverage areas of adjacent cells would have little overlap region and would rely on LOS from the primary serving cell which could suffer from shadowing loss. Option (d) shows a dense staggered deployment and is a good example of what would be required for mmWave deployments. In this case, base stations are deployed on opposite street corners and the base station pairs provide a diversity effect reducing the probability of shadowing and improving the coverage reliability. Cars, trucks, trees and people which might block the LOS to a base station on one side of the street would be unlikely to block the base station on the opposing side of the street. The dense staggered deployment is one example of how to improve mmWave coverage reliability to the levels enjoyed by conventional cellular.

In addition to the network architecture just described, an important requirement of the 5G eLA system will be to achieve a significant reduction in the latency of the air interface. The frame structure of the system can be designed to meet a 1 msec latency requirement. In particular, a super frame (e.g., 20 msec) could be broken up into subframes (e.g., 500 microseconds in length), and a subframe would contain some number of slots (e.g., 5 slots of length 100 microseconds) as shown in Fig. 13. The 5G system will be targeted towards TDD operation, and each subframe could either be uplink, downlink, or backhaul, and can be configured differently from access point to access point (this technique is referred to as dynamic TDD). The small subframe length makes meeting the 1 msec latency easy, and the use of TDD, and in particular, dynamic TDD, makes the 5G system very flexible and bandwidth and power efficient. Additional details of a proposed mmWave 5G system can be found in [18].

VI. 5G eLA PERFORMANCE

This section summarizes the system-level results with a brief comparison to the scenarios defined by METIS [21]. An urban street environment is simulated as shown in Fig. 14 with three different densities of APs being employed where all APs are 5 m high. The first scenario has 36 APs which are located on the street corners (5 m east and 5 m south of the northwest building corner) as given by the green pluses in the figures. The second scenario has 72 APs with two APs at the intersection of two streets but with the APs at opposite street corners (the green pluses and blue dots) with the additional APs from scenario 1 being 5 m west and 5 m north of the southeast building corner. The third scenario has 96 APs located in the middle of street blocks (5 m from the buildings) and at street corners (the green pluses and the red circles). Note that the blocking probabilities of the channel between a user equipment (UE, aka mobile) and two APs are independent regardless of how close the APs are to each other. This means that scenario 2 will have a significant advantage over scenario 1 in that the blocking probability to a UE will be greatly reduced. LOS blocking is modeled in two ways where the first is where the squares in the figure model street blocks (which may be a single or multiple buildings) where the LOS signal is completely blocked if these squares are between a UE and an AP. The second LOS blocking is a random
blocking given by the following distance-dependent blocking probability:

\[ P_{\text{block}} = \min(0.0078d + 0.1, 0.8) \]  

where \( d \) is the 2D distance (i.e., distance in the x-y plane) between AP and UE in meters. This model for blocking probability was generated through ray tracing where various blocking objects such as cars, trucks, trees, and pedestrians are randomly placed in the environment. Complete details of this blocking probability model can be found in [22].

When no blocking is present (neither the random blocking nor the building blocking), a LOS path loss was used and is given by (\( d \) is in meters and \( \log \) means base-ten log)

\[ PL[\text{dB}](d) = 69.6 + 20.9 \log(d) + X_\sigma \]  

with a shadow fading of 5.0 dB. In the case of blocking the channel was considered NLOS with a path loss given at 72 GHz by

\[ PL[\text{dB}](d) = 69.6 + 33 \log(d) + X_\sigma \]  

with a shadow fading of 7.6 dB. Note that these path loss formulas match the reference distance model in (1) and Table I for access models, except that the LOS shadow fading value was 5.0 and the path loss exponent was 2.09 where both values were based on previous calculations which where subsequently refined. These slight differences should not significantly impact the simulation results nor conclusions drawn from them.

The scenarios considered here are not too dissimilar than the urban environmental model of METIS [21]. A first difference between models is that METIS defines a 4 × 3 grid of city blocks instead of our 5 × 5 grid of city blocks. The next difference between the two models is that METIS repeats their 4 × 3 grid to create a wrap-around effect whereas our scenario was exactly as shown. We simply exclude UEs dropped along the outer 75 m of the scenario from the system statistics. METIS also defines a very complex user dropping which may include higher densities near street intersections, a random movement of users, and a higher user density along sidewalks. Our users were static and uniformly dropped along the streets. The METIS environment may also have parks, bus stops, and dual-stripe buildings (instead of a continuous building in the block).

The channel model details are given in [23] but a brief summary is now given. The channel is derived from both the NYU measurements and a ray tracer for the same environment as the NYU measurements which was tuned to give path loss results similar to the measured results. The channel model is a 3GPP-style ray-based model which includes distance-dependent elevation angle spreads for the urban-micro environment. The model includes both LOS and NLOS versions with the blocking probability plus building blocking being used to determine NLOS links.

The system-level parameters are given in Table III. Each AP consists of 4 sectors with each sector having two 4 × 4 arrays, one with horizontal polarization and the other with vertical polarization (two polarizations are employed to enable two-stream SU-MIMO along with single-stream transmission). The UE has two co-located omni-directional antennas each with a different polarization (either horizontal or vertical). Thus with RF beamforming the two stream MIMO channel looks like a 2 × 2 channel at the UE with each stream being sent from a different RF beam where the beams are chosen by doing Eigen beamforming across all transmit antennas. The LTE modulation and coding rates are employed. Full buffer traffic is assumed and proportional fair scheduling is employed. The transmit power is 30.8 dBm in each sector (shared between both arrays in the sector). In the simulations no hybrid automatic repeat request (HARQ) procedures were employed since the
TABLE IV
SYSTEM SIMULATION RESULTS (MINIMUM THROUGHPUT IS THE
MINIMUM THROUGHPUT OF UEs NOT IN OUTAGE DEFINED
BY A THROUGHPUT OF LESS THAN 100 Mbps)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave. throughput UE</td>
<td>3.2 Gbps</td>
<td>5.6 Gbps</td>
<td>6.5 Gbps</td>
</tr>
<tr>
<td>Cell edge throughput</td>
<td>0 Mbps</td>
<td>26.7 Mbps</td>
<td>461 Mbps</td>
</tr>
<tr>
<td>Max. throughput</td>
<td>15.7 Gbps</td>
<td>15.7 Gbps</td>
<td>15.7 Gbps</td>
</tr>
<tr>
<td>Min. throughput</td>
<td>0 Mbps</td>
<td>0 Mbps</td>
<td>0 Mbps</td>
</tr>
<tr>
<td>Outage probability</td>
<td>19.7%</td>
<td>5.98%</td>
<td>3.15%</td>
</tr>
</tbody>
</table>

TABLE V
SYSTEM SIMULATION RESULTS FOR SCENARIO 1
WITH A 4 × 4 AND AN 8 × 8 ARRAY

<table>
<thead>
<tr>
<th>Parameters</th>
<th>4x4</th>
<th>8x8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave. UE throughput</td>
<td>3.2 Gbps</td>
<td>4.86 Gbps</td>
</tr>
<tr>
<td>Cell edge throughput</td>
<td>0 Mbps</td>
<td>0 Mbps</td>
</tr>
<tr>
<td>Max. throughput</td>
<td>15.7 Gbps</td>
<td>15.7 Gbps</td>
</tr>
<tr>
<td>Min. throughput</td>
<td>0 Mbps</td>
<td>0 Mbps</td>
</tr>
<tr>
<td>Outage probability</td>
<td>19.7%</td>
<td>11.5%</td>
</tr>
</tbody>
</table>

The assumption is that link adaptation should be excellent given the Ricean nature of the beamformed channel and that the links being predominantly noise limited. However, retransmissions are allowed.

The simulation results comparing the scenarios are summarized in Table IV. Scenario 1 is hampered by a relatively large distance between APs and hence when all channel rays are blocked it is difficult for the UE to attach to the next AP. This effect is seen by the relatively large outage probability of 19.7% (an outage is defined as a UE throughput of less than 100 Mbps). However, scenario 1 still sees a very impressive 3.2 Gbps average UE throughput however with a disappointing 0 Mbps cell edge rate (cell edge is defined as the 5% UE throughput). However by adding just a single AP at the opposite street corner as in scenario 2 the outage probability drops substantially to around 5.98%. The drop is attributed to having another AP relatively nearby which can be connected to if the channel to the closest AP is completely blocked. In addition the average UE throughput improves to 5.6 Gbps and the cell edge throughput improves to 26.7 Mbps for scenario 2. Further increasing the AP density as in scenario 3 gives further improvements in cell average UE throughput to 6.5 Gbps and a cell edge throughput to 461 Mbps while decreasing the outage to 3.15%.

Besides increasing AP density, increasing the array size at the AP can also greatly improve the blocking probability and system-level performance. Consider Table V which shows a comparison of the system-level results for two 4 × 4 arrays per sector to two 8 × 8 arrays per AP sector for scenario 1. The blocking probability of the 8 × 8 arrays drops to around 11.5% which is good but it still is not enough to overcome blockage and hence AP densification is needed. The average UE throughput increases by quite a bit to around 4.86 Gbps, but the cell edge throughput is still a disappointing 0 Mbps indicating that further AP densification is needed (or antenna arrays are needed at the UE).

VII. Conclusion

In this article, a case is made for using mmWave bands, in particular the 28, 38, 71–76 and 81–86 GHz bands for a 5G eLA. Extensive channel measurements show very comparable path loss behavior for both the access and backhaul scenarios for 28 and 73 GHz bands in New York City. This indicates that mmWave propagation in many different bands will be quite comparable and viable for eLA deployment with directional, high gain antennas used at the mobile device and access points. The mmWave systems achieve similar coverage at different bands since for the same form factor larger antenna arrays can be used at high bands to compensate for the path loss difference between high and low mmWave bands. The eLA system described in this paper exploits large bandwidths in the mmWave regime to achieve peak data rates in excess of 10 Gbps and edge data rates of more than 100 Mbps. We proposed null cyclic prefix single carrier modulation for mmWave systems and presented simulation results showing the system-level performance of the proposed eLA system can achieve cell edge rates in excess of 100 Mbps with proper densification of the access points.
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